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Datacenter@CCT

Agenda

ÅDatacenter Project at EPFL

ÅCTA Project

Actual situationDatacenter@CCT Project

CCT = «Centrale de Chauffage par Thermopompe»
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Datacenter@CCT

Current situation

ÅEPFL has currently2 Datacenters:

Å 1 MW in building INJ

Å 500 kW in building MA

Å Shortly, EPFL will no longer be able to host new clusters or 

servers

Å Outsourcing costs are very high (housing or cloud)

Å The MA room is very old and should be 

renovated in the near future

Actual situation

1 MW Datacenter en INJ

(mai 2012)

Datacenter@CCT Project

CCT = «Centrale de Chauffage par Thermopompe»

Electricalpanel 

in MA (1982)
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Datacenter@CCT

Å Surfacesare available for the implementation of a Datacenter

Å Reduced CAPEX, because a number of facilities generally expensive are already here because of the 

proximity of the Heating Center (water, power, with redondancy)

Å Maximum modularity of surfaces and technical facilities for a progressive investment 

Č "Datacenter on Demand" in power (2 to 4 MW), power density (5 to 35 kW/rack) and Tiering(1 to 3)

Å Projected PUE < 1.10 completed with the possibility to reuse of 80% of the electrical energy consumed 

by the Datacenter to heat the EPFL campus (only 3 months of summer without reinjection)

Solution accepted
Å Replacement of MA room with a new Datacenter integrated in the project of 

renovation of the Heating Center

Å Interest in this approach:

PropositionDatacenter@CCT Project
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From 2016 to 2020

Project of a modular building
Realize the new data center project at EPFL within the project of the renovation 

of the Heating Center

2016 2020

Datacenter@CCT Project
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Datacenter@CCT

Modularity

Between 1 and 5 modules including 40 racks each : maximum of 202 racks

Project of a modular building

Module 1

Module 4

Module 5

Module 2

Module 3

Electrical 
distribution

IT rooms

Network room

Anti fire room

Aisles

unloading dock 
and lift platform

Datacenter@CCT Project
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Modularity

1969 é

Phased development, from 1 to 5 IT rooms

Project of a modular building

Datacenter@CCT Project
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IT ïElectrical infrastructure

1969 é
Sharing IT roomsðElectricalequipements

Power Architecture: only to i l lustrate that in a conventional data 

center, electrical components occupies 2 times more area than IT 

equipment

Datacenter@CCT Project
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Data & ComputingCenter

Flexibility of evolution

High structural and technical modularity in:

Å Surfaces

Å Power

Å Power density (power per rack)

Å Tiering

Modular design enabling deployment of a new tranche of 0.5 to 1 MW possible in less than 3 months, we invest 

only when it is necessary (CAPEX very close to OPEX):

Č «Datacenter on demand» 

Datacenter on demandDatacenter@CCT Project
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Data & ComputingCenter

Planning of power requirements versus available capacity

Planning des besoins

Hypothesis: increased requirements in KW:

+15% from 2016 to 2019

+12% from 2020 to 2024

+8% from 2025 to 2030
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Datacenter@CCT Project
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CTA Project

Option with 2 Datacenters, each one with:

Å 55 PB on Tapes ( in 2021, 14 m2 for the robot )

Å 10 PB on Disks ( 7 racks in 2021, about 50 kW depending of the bandwidth )

Å 3000 cores ( 5 racks in 2021, 42 kW )
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CTA Project

Proposed Architecture (first draft)


